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Abstract 

The pharmacokinetics of teicoplanin in patients with severe burns has been assessed using two different numerical 
methods: a nonlinear curve fitting procedure and quantified maximum entropy. On the whole nonlinear curve fitting 
and quantified maximum entropy provided different pharmacokinetic parameter estimates for the same sets of data. 
With respect to correctness and reliability of the values, quantified maximum entropy appears to be the better 
approach. However, its full success depends on the data available. The data material need to be comprehensive to 
assure a maximum information content to be extracted. The nonlinear curve fitting approach requires less 
sophisticated mathematical modelling which is possible on common hardware, and produces results faster than 
quantified maximum entropy. Thus, nonlinear curve fitting is the method of choice if a rapid assessment of the data 
is required, whereas quantified maximum entropy should be the method of choice in research and development, where 
the required accuracy of the estimates is more important than time. 
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I. Introduction 

Teicoplanin is a glycopeptide antibiotic, 
produced by the fermentat ion o f  Actinoplanes 

* Corresponding author. Tel.: + 44 0171 7535857; fax: + 44 
0t71 7535942; e-mail: podczeck@cua.ulsop.ac.uk 

teichomyceticus. It is active against most  G r a m  
positive bacteria. Species usually sensitive include 
Staphylococcus aureus and coagulase negative 
staphylococci  (sensitive or  resistant to methicillin), 
streptococci, enterococci, Listeria monocytogenes, 
micrococci,  g roup  JK  corynebacter ia  and G r a m  
positive anaerobes including Clostridium perfrin- 
gens and peptostreptococci .  Bacterial synergy has 
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been demonstrated in vitro with aminoglycosides 
against group D streptococci and staphylococci 
(Somma et al., 1984). 

Teicoplanin as yet has not been shown cross 
resistance with other classes of antibiotics. There 
are concerns regarding toxicity, and because of 
the therapeutic drug monitoring thought to be 
required with vancomycin (chromatographically 
purified) in the intensive care unit, teicoplanin 
may supersede vancomycin (Murphy and Pinney, 
1995). 

Teicoplanin is indicated in potentially serious 
Gram positive infections including those resistant 
to treatment with other antibiotics such as peni- 
cillins or cephalosporins. The effectiveness of tei- 
coplanin has been documented in the following 
infections (Brogden and Peters, 1994): 
- lower respiratory tract; 

joint and bone; 
- septicaemia; 

endocarditis; 
- peritonitis related to chronic ambulatory peri- 

toneal dialysis. 
The pharmacokinetics of teicoplanin has been 

studied many times, both in healthy volunteers 
and especially in patients with renal dysfunction. 
The mean apparent volume of distribution after 
intravenous administration ranges from 0.8 to 
1.6 1/kg (Outman et al., 1990; Brogden and Pe- 
ters, 1994), but individual variations can double 
this value (Antony et al., 1991). The total clear- 
ance of the drug is about 10-15 ml/h/kg, 
whereas the renal clearance was reported to be 
between 6 and 12 ml/h/kg (Wise et al., 1986; 
Ripa et al., 1988). This suggests that the elimina- 
tion of teicoplanin from the body is mainly a 
function of its renal clearance. The correspond- 
ing elimination half life was found to be 155 168 
h and 182 h for intravenous and intramuscular 
administration, respectively (Falcoz et al., 1987; 
Crane and Garabedian-Ruffalo, 1992). Both the 
renal and the total clearance rate correlated with 
the creatinine clearance, and thus the clearance 
rates were lower in patients with impaired renal 
function. The mean total and renal clearance rate 
was more variable, if the patients had a history 
of intravenous drug abuse. 

In terms of disposition of the drug, it appears 

that it can reach deep tissues such as bones 
(Wilson et al., 1988; Shah, 199t). The blood lev- 
els could be successfully fitted onto a two- (Wise 
et al., 1986; Antony et al., 1991) or three-com- 
partment model (Ripa et al., 1988; Carver et al., 
1989; Novelli et al., 1989; Danese et al., 1991), 
indicating that the disposition depends on the 
conditions of the patients or volunteers studied, 
and on the formulation. 

According to Boucher et al. (1992), an adjust- 
ment of antibiotic dosing might be required for 
patients that suffered thermal injuries. For tei- 
coplanin, the consequences in treatment due to 
changes in pharmacokinetics in burn patients 
have been discussed in detail by Potel et al. 
(1990). 

The aim of the following study was to assess 
the pharmacokinetics of teicoplanin in patients 
with severe burns. Two mathematical approaches 
have been compared: nonlinear curve fitting, and 
quantified maximum entropy (Charter, 1992; 
Podczeck et al., 1995). The comparison assessed, 
in addition to the actual pharmacokinetic 
parameters, the reliability of the estimated val- 
ues, the relationship between correctness/reliabil- 
ity of the estimated values and patient history 
and recovery process, the ease of obtaining the 
pharmacokinetic parameters, and the relation be- 
tween the correctness/reliability of the estimated 
values and quantity of data available. The last 
point appears to be especially critical from an 
ethical point of view, i.e. if the additional load 
put on the patients due to blood sampling is 
considered. 

2. M a t e r i a l s  a n d  m e t h o d s  

2.1. E x p e r i m e n t a l  

This study was approved by the University 
College London Hospital ethical committee and 
informed consent was obtained for each partici- 
pant. Adults with burns over 15% total body 
surface area (TBSA) and children older than 2 
months with burns over 10% TBSA were eligible 
for inclusion. The results of the original study 
have been published by Steer et al. (1996), and the 
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Table 1 
Summary  of demographic data  and history of  burned patients 

No. Gender Age (years) Weight (kg) Dose (i.v.) (mg) TBSA (%) 

1 M oA 23 55 660 15 
2 F 82 60 733 22 
3 F 65 60 733 60 
4 M 41 104 1248 33 
5 C (M) 3 16 200 24 
6 M 64 86 1066 15 
7 F 40 50 600 37 
8 F 29 60 735 47 
9 F 25 58 700 15 

10 M 23 75 900 30 
11 F 62 66 800 15 
12 M 77 83 1000 60 
13 M 21 71 850 20 
14 M 32 66 800 23 
15 M 40 84 1011 30 
16 C (M) 0.8 10 133 12 
17 M 42 100 1200 40 
18 C (F) 8 27 325 15 
19 C (F) 10 39 468 30 
20 C (M) 3 16 185 11 

M, male; F, female; C, child; TBSA, total burn surface area; DA, i.v. drug abuser. 

details of the study are summarized in the follow- 
ing. 

Teicoplanin 12 mg/kg was injected intra- 
venously as a bolus dose. The antibiotic was 
supplied by Marion Merrell Dow, Winnersh, 
Berks. as a powder for reconstitution, and made 
up to a concentration of 100 mg/ml with sterile 
water for injection. Blood was drawn immediately 
prior to administration of teicoplanin, and at 5, 
10, 15, 20, 30 rain; 1, 2, 3, 4, 6, 8, 12, 24 h; 2, 3, 
4, 5 days, and then every 2-3 days thereafter, or 
until serum levels fell below the limit of detection, 
up to a maximum of 3 weeks. 

Patient samples were stored at 4°C until separa- 
tion of the serum by centrifugation and then at 
- 7 0 ° C  until assayed. Teicoplanin concentrations 
were determined by the agar diffusion method 
(Patton et al., 1987), using Bacillus subtilis NCTC 
10400, ATCC 6633 (Difco, Michigan, USA) as 
indicator organism. In the presence of fl-lactam 
antibiotics, samples were treated with fl-lactamase 
(Genzyme Biochemicals, Suffolk, UK). A multi- 
resistant Staphylococcus aureus was employed as 
indicator organism when antibiotics other than 

fl-lactams were given concomitantly with tei- 
coplanin. The limit of sensitivity using Bacillus 
subtilis was 0.5 mg/1, and was 1.0 mg/1 using 
Staphylococcus aureus. The coefficients of varia- 
tion at the high (40 mg/l), median (8 mg/1) and 
lower end (1 mg/l) of sensitivity were 5.38, 5.84 
and 7.82%, respectively. 

2.2. Mathematical analysis 

Nonlinear curve fitting of different exponential 
equations to the blood concentration-time profiles 
was undertaken with the program 'MW/Pharm, 
version 3.03' (MEDI/WARE B.V., Groningen, 
Netherlands). The model was optimized for each 
blood concentration-time profile by variation of 
the number of exponential terms (2-4) and initial 
estimates. The final model was chosen on the 
basis of residual analysis. In this respect the 'root- 
mean-square' deviation (RMS) of the experimen- 
tal and predicted blood concentrations was used. 
However, due to the blood concentrations drop- 
ping to very low values at later measuring times, 
the single differences between predicted and ex- 
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Table 2 
Progress of the patients during treatment 

No. outcome D CD0 CD3 Further comments 

1 Survived 77 73 None 
2 Died 8 138 102 Multiple organ failure, renal failure after day 3 
3 Died 3 186 Renal and respiratory failure from day 0 
4 Died 2 94 Renal failure from day 0 
5 Survived 56 39 None 
6 Survived 93 85 Mild renal impairment after day 6 
7 Survived 118 107 Creatinine normal throughout the study 
8 Survived 51 78 Septic shock (day 5), additional Teicoplanin dose 
9 Survived 45 42 Respiratory infection (day 5) 

10 Survived 102 96 Creatinine normal throughout 
11 Survived 86 86 Creatinine normal throughout 
12 Died 15 118 I 15 Pneumonia and cardiac failure 
13 Survived 85 74 Creatinine 61 (day 17) 
14 Survived 104 81 Cellulitis leg (day 3 onwards) 
15 Survived 77 95 Creatinine not measured after day 3 
16 Survived - - Baby, no suggestion of organ failure 
17 Survived 107 120 Creatinine: 142 (day 6), 144 (day 7), 113 (day 8), 102 (day 9), afterwards normal 
18 Survived 46 41 None 
19 Survived 50 47 none 
20 Survived 51 43 None 

D, days from study to death; CD0, creatinine concentration (/~mol/1) before beginning of the treatment; CD3, creatinine 
concentration (/tmol/1) on day 3 of the treatment. 

perimental  values were also inspected. Fo r  mod-  
els with higher numbers  o f  exponents,  the last 
four  to five predicted b lood concentra t ions  some- 
times were zero, and a l though the R M S  value 
was reduced, such model  was rejected. 

Quantified max imum entropy is a more  com- 
plex approach,  which has been described in de- 
tail in terms o f  the mathemat ical  background  
(Podczeck et al., 1995). The following informa-  
tion, however,  appears useful to be summarized:  
quantified max imum entropy uses Bayesian infer- 
ence, combined with an entropic prior. Due  to 
Bayesian analysis being used throughout ,  uncer- 
tainties in the results, caused by experimental 
errors in the data,  are fully quantified. The dis- 
posit ion kinetics are constructed as posterior  
probabil i ty density funct ion (the result), which 
provides an idea o f  an average performance  and 
the variability o f  pharmacokinet ic  parameters.  
The disposition kinetics are based on a continu- 
ous distr ibution o f  peripheral volumes (g ( lnk) )  
as a funct ion o f  the return rate constants  k o f  
the drug, thus describing the rate o f  the return o f  

the drug f rom the associated peripheral fluid or 
tissue. In  this way, a defined specification o f  the 
number  o f  exponential  terms or  compar tments  in 
the disposition model  can be avoided. The dispo- 
sition kinetics is assumed to be linear and time- 
invariant. 

In  this study, the b lood levels were treated 
using commercial  software ( M A D A M E ,  version 
2.01, 1993, M a x i m u m  Ent ropy  D a t a  Consul tants  
Ltd.,  Cambridge).  

3. Results and discussion 

Table 1 provides a summary  of  the 20 pa- 
tients'  da ta  and history, whereas Table 2 summa-  
rizes the progress o f  the patients during 
treatment.  The teicoplanin doses given are equiv- 
alent to 12.1_+0.1 mg/kg.  Four  patients died 
during the observat ion period, due to organic 
failure. Fo r  one patient, a 10 m o n t h  old baby, 
the creatinine concentra t ion in the b lood was not  
determined. 



Table 3 
Teicoplanin blood level concentrations 

Patient I Patient 2 Patient 3 Patient 4 Patient 5 Patient 6 Patient 7 Patient 8 Patient 9 Patient 10 
t c t c t c t c t c t c t c t c t c t c 

0.08 122.1 0.08 110.4 0.08 209.9 0.08 238.4 0.08 73.2 0.08 199.3 0.15 109.2 0.08 133.0 0.08 215.4 0.12 92.6 
0.17 122.9 0.17 90.0 0.18 147.5 0.17 147.2 0.t7 67.6 0.18 132.9 0.18 112.3 0.17 100.0 0.17 201.7 0.17 102.5 
0.27 83.7 0.25 104.2 0.27 64.0 0.27 149.6 0.28 37.2 0.25 112.4 0.25 98.7 0.25 68.4 0.27 168.3 0.25 84.8 
0.50 60.6 0.50 74.4 0.50 82.8 0.50 108.2 0.50 42.5 0.53 68.4 0.63 79.1 0.50 74.1 0.50 84.8 0.57 49.6 
1.00 52.7 1.02 55.2 1.03 53.9 1.02 81.5 1.00 32.5 1.00 47.1 t.02 49.6 1.02 56.7 1.02 55.3 1.07 39.5 
2.08 38.2 2.03 29.0 2.03 31.5 2.03 50.2 2.03 29.5 2.00 28.1 2.05 34.3 2.02 42.4 2.17 44.1 2.07 40.0 
3.00 26.4 3.13 20.6 3.12 22.1 3.20 35.1 3.00 19.4 3.12 19.8 3.00 28.5 3.35 25.3 3.17 19.5 3.05 26.1 
4.10 24.3 4.00 18.6 4.05 23.4 4.23 29.6 4.02 15.3 4.18 18.0 4.03 23.6 3.98 23.5 4.08 16.0 4.10 25.1 
6.23 13.1 6.00 15.5 6.05 18.9 6.03 28.1 6.00 15.5 6.00 14.0 6.00 18.6 6.05 28.0 6.28 11.4 6.07 19.3 
8.05 13.3 8.03 14.9 8.02 13.8 7.98 26.3 8.00 11.1 8.07 11.9 8.33 14.9 8.02 22.2 8.17 9.5 8.00 19.3 

12.10 9.0 12.03 27.1 11.88 13.2 12.05 13.4 11.83 7.t 12.00 9.7 12.42 11.5 14.63 12.3 12.17 9.7 12.00 12.6 
25.22 5.5 25.10 7.8 24.18 8.3 23.73 8.5 25.47 4.2 24.83 7.3 19.50 11.9 23.88 12.1 25.00 4.6 24.25 11.4 
46.93 3.5 50.68 5.1 46.97 8.1 49.75 1.8 51.83 5.0 41.50 6.9 48.90 8.9 98.75 1.0 49.00 4.8 
72.50 2.3 74.07 4.5 
96.10 1.4 97.50 4.8 

119.83 1.3 120,03 3.6 
143.83 1.0 145.00 3.6 

74.98 0.8 72.83 4.1 71.75 4.9 75.32 7.7 
98.00 0.5 99.33 3.3 95.00 4.0 97.55 1.O 

126.17 2.9 118.75 2.8 
173.60 2.3 139.50 2.8 
213.90 2.0 166.92 2.4 
286.15 1.4 210.75 1.0 
340.90 1.4 
385.98 1.1 

75.43 2.4 
98.75 2.1 

122.25 1.8 
145.50 1.5 
194.00 0.8 
217.50 0.8 
290.00 0.6 
316.5 0.5 

Patient I I Patient 12 Patient 13 Patient 14 Patient 15 Patient 16 Patient 17 Patient 18 Patient 19 Patient 20 
t c t c t c t c t c t c t c t c t c t c 

t~ 

0.08 223.9 0.08 230.5 0.08 238.8 0.08 84.4 0.08 170.7 0.08 166.6 0.08 248.4 0.08 246.2 0.08 143.5 0.08 112.3 
0.17 171.6 0.18 163.1 0.17 200.0 0.17 79.7 0.17 121,1 0.15 162.0 0.17 202.7 0.17 189.6 0.17 199.0 0.17 84.4 
0.25 154.8 0.25 133.0 0.25 176.3 0.25 80.8 0.25 109.0 0.23 202.8 0.25 98.4 0.25 97.6 0.25 117.5 0.25 78.9 
0.58 101.2 0.50 117.7 0.50 156.4 0.52 80.4 0.50 70.9 0.50 47.1 0.75 68.5 (I.53 75.4 0.50 58.3 0.05 53.2 
1.00 54.1 1.00 52.5 1.00 43.9 1.02 30.4 1.00 63.8 1.02 43.1 1.31 45.3 1.07 50.8 1.00 57.5 1.00 35.4 
2.00 37.0 2.00 30.5 2.10 27.5 2.00 18.9 2.00 38.4 2,117 26.0 2,00 42.0 1.92 28.7 2.00 47.8 2.08 28.9 
3.00 31.1/ 3.03 27.7 3.30 33.9 3.02 18.7 3.00 28.3 3.07 18.6 3.00 39.0 3.03 23.1 3.08 27.5 3.05 17.9 
4.00 21.0 3.95 27.7 4.00 32.4 4.02 14.4 4.00 23.1 4.0(/ 13.4 4.08 19.6 4.(13 18.3 4.08 29.6 4.00 17.2 
6.00 15.2 6.05 16,5 6.08 25.3 5.00 12.4 6.00 14.2 6.27 11.6 6.00 18.4 6.00 15.7 6.00 19.1 5.97 14.3 

11.88 12.7 8.03 15.0 7.92 19.2 6.05 14.2 8.00 16.4 7.98 10.7 7.92 12.0 8.13 13.0 7.92 I 1.8 8.50 I 1.3 
24.00 8.8 11.92 I3.3 12.00 14.8 8.03 13.8 11.92 12.8 11.90 6.6 12.15 12.8 12.25 9.8 11.92 10.8 12.25 7.6 
46.70 4.4 24.00 9.4 24.08 6.6 12.40 9.0 25.58 7.4 23.90 5.7 23.65 6,4 23.58 6.0 24.50 4.7 67.58 2.0 
69.92 2.8 43.5(/ 9.0 47.00 3.8 24.08 1(I.9 48.33 3.9 47.82 3.2 36.25 6.4 49.25 3.1 49.66 2.2 187.67 0.5 
96.42 1.7 67.50 5.9 70.50 2.9 50.50 5,1 72.25 3.6 72.65 1.7 66.58 3.6 122.33 1.3 70.75 1.6 

t~ 
I 
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Table 3 lists the teicoplanin blood levels. It can 
be seen that there are differences in the duration 
of observation in terms of incomplete drug clear- 
ance for four patients at the end of the observa- 
tion period. This is due to an increasing morbidity 
or mortality of the patients. Thus, for patients 
2 4 and 12, the estimation of the elimination 
process of the drug and the disposition parame- 
ters may be less reliable. Sometimes, larger gaps 
between single blood sampling times occurred, 
especially for patients 12 and 18-20. This may 
have affected the estimation of the disposition 
kinetics. 

Table 4 compares the parameters 'area under 
the curve' (AUC) and 'mean residence time' 
(MRT) of the nonlinear curve fitting procedure 
(model approach a) with those derived using the 
quantified maximum entropy approach (model 
approach b). The data were given separately for 
male, female and infant patients. The parameters 
were always estimated up to the time of the last 
blood sampling, and not up to infinity. This was 
necessary, because there are considerable differ- 
ences in the approximate time where the blood 
levels of teicoplanin had theoretically fallen to 
zero, if both model approaches were compared. 
This consequently alters especially the MRT-val- 
ues and thus their direct comparison would not be 
possible. 

After nonlinear curve fitting, the AUC was 
calculated from the coefficients and exponents of 
the derived polyexponential equation, which is 
equivalent to an integration of the estimated 
blood concentration-time curve assuming infinite 
small time intervals. The model equations derived 
using quamified maximum entropy are much 
more complex, and thus the AUC was calculated 
from the estimated blood concentration-time 
curve with a time interval of 1 min using the 
classical trapezoidal rule. Due to the extremely 
small time interval, it can be assumed that there is 
no detectable difference between the AUC derived 
in this way or derived from the quantified maxi- 
mum entropy model equation. In seven cases (pa- 
tients 2, 7, l l, 12, 16, 18, 20) there are major 
differences between the AUC-values obtained 
from the two different numerical approaches. In 
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proportion to the total number of  cases per gen- 
der, the majority of  these cases are female patients 
or children. For  patients 2 and 12, the maximum 
deviation between measured and estimated blood 
concentrations in the first 2 h is higher for 
quantified maximum entropy than for nonlinear 
curve fitting (see Table 6), but in the other cases it 
is lower. However, with the original set of data 
for patient 2 (see Table 3), nonlinear curve fitting 
failed to provide a result, and the blood concen- 
tration value at 12.03 h had to be removed to 
obtain a model function. Quantified maximum 
entropy classified this data as noisy, but still 
derived a result based on all measuring points 
available. Therefore, the AUC must be larger 
using Quantified Maximum Entropy. Thus, for 

Table 4 
Comparison of the parameters AUC and MRT, estimated 
using nonlinear curve fitting (model approach a) and 
quantified maximum entropy (model approach b) 

Gender No. AUC (h mg/l) MRT (h) 

a b a b 

Male 1 644 641 48.5 
4 594 581 12.0 
6 1423 1463 233.4 

10 1008 968 90.8 
12 1997 2113 296.0 
13 864 874 43.7 
14 1237 1251 147.6 
15 883 901 66.4 
I7 981 1030 80.3 
Mean 1070 1091 113.2 
S.D. 434 471 94.9 

Female 2 968 1137 255.7 
3 668 628 40.7 
7 886 1156 65.2 
8 1001 1051 34.1 
9 615 552 28.0 

ll 1122 973 245.8 
Mean 877 916 111.6 
S.D. 198 262 108.6 

Child 5 409 388 23.6 
16 626 384 41.2 
18 823 619 45.5 
19 644 621 34.6 
20 698 573 49.6 
Mean 640 517 38.9 
S.D. 150 121 10.2 

32.6 
7.1 

122.3 
53.9 

107.4 
35.8 

101.3 
43.5 
50.1 
61.6 
39.3 

46.4 
16.5 
57.2 
29.3 
20.5 
51.4 
36.9 
17.1 

19.8 
6.5 

24.4 
22.9 
33.8 
21.5 

9.9 

patient 12 only it appears that quantified maxi- 
mum entropy provided a less successful model, 
probably because there is a lack of  data in the 
middle of  the observation period (see Table 3), 
but in the other six cases its accuracy in modelling 
the .data superseded the nonlinear curve fitting 
approach, because the maximum deviation be- 
tween measured and estimated blood concentra- 
tions up to 2 h was lower. (A deviation at high 
blood concentrations alters the AUC significantly, 
whereas deviations at low blood concentrations 
are numerically less important). It can therefore 
be concluded, that quantified maximum entropy 
provided to 95% a satisfactory AUC-value, 
whereas the use of  the nonlinear curve fitting 
approach resulted in only 70% of the cases studied 
in a satisfactory AUC-value. 

Comparing the mean values between the differ- 
ent genders, the AUC decreases in the order 
male > female > child. However, the difference 
between 'male' and 'female' AUC values is statis- 
tically not significant. Also, the average AUC is 
similar for both mathematical models tested. 

The MRT-values are calculated on the basis of 
the coefficients and exponents of the polyexpo- 
nential equations, if the nonlinear curve fitting 
procedure has been used. In the case of quantified 
maximum entropy, the MRT is derived from the 
distribution of peripheral volumes as a function of 
the return rate constant k of  the drug (Charter, 
1992). For more than half of the values (see Table 
4), the differences between the MRT-values of  
both models are pronounced. For patients 2, 3 
and 12, the nonlinear curve fitting procedure pro- 
vided MRT-values larger than or very close to the 
maximal assessment time. This indicates a major 
fault in the model equations, because the actual 
blood concentrations at the last sampling times 
are sufficient small to assume that the majority of 
drug has already been eliminated. In general, the 
MRT-values are larger using the nonlinear curve 
fitting approach. Major differences, however, ap- 
pear to occur only, if the last five or more blood 
concentration values are very similar, and hence 
the remaining data points in the nonlinear curve 
fitting approach lack a sufficient slope, which is 
necessary for a good approximation of an expo- 
nential term. Also, in most of  these cases, the 
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quantified maximum entropy results indicate 
rather a smaller number of compartments (see 
Table 6) to be used, which would provide more 
data points for the terminal exponential term and 
thus a sufficient slope of the data included in this 
term. It appears therefore that the values obtained 
from quantified maximum entropy are more suit- 
able. 

Using nonlinear curve fitting, the mean MRT 
values are similar for male and female patients, 
and the mean value for children is about one third 
of that of adults. The difference between the 
MRT values estimated by both mathematical 
models is largest for female patients. Using 
quantified maximum entropy, female patients and 
children have statistically similar MRTs, while in 
male patients an average MRT of nearly twice 
that of female patients was observed. Thus, the 
mathematical models lead to different conclusions 
about the MRT of teicoplanin. 

Table 5 summarizes the values of total body 
clearance rate (C1), volume of the sampling com- 
partment (Vp) and volume in steady-state (Vss), 
again separated into male, female and infant pa- 
tients. The estimation of the Cl-values appears 
less affected by the choice of the numerical 
method. The mean values are similar, and only in 
four cases (patients 2, 3, 11, 16) larger differences 
in the estimates occur. Patient 3 died and hence a 
full set of samples could not be collected. There- 
fore, none of the two methods were able to esti- 
mate a correct Cl-value in this case, because the 
assessment time interval influences the estimation 
of this pharmacokinetic value significantly (Brog- 
den and Peters, 1994). The differences found for 
patient 2 are due to the alteration of the data 
required for the use of the nonlinear curve fitting 
as discussed above. For patient 16, quantified 
maximum entropy indicates that the data are 
noisy, and thus has probably underestimated the 
data, whereas for patient 11 a comparably high 
misfit appears to occur using the nonlinear curve 
fitting approach, because the maximum deviation 
between estimated and measured blood concen- 
trations in the first 2 h is nearly a threefold of that 
using the quantified maximum entropy approach. 
In terms of C1, the reliability of both mathemati- 
cal methods appears therefore to be similar, and 

Table 5 
Comparison of the parameters C1, Vp and V~s estimated using 
nonlinear curve fitting (model approach a) and quantified 
maximum entropy (model approach b) 

Gender No. CI (l/h) Vp (1) V~s (1) 

a b a b a b 

Male 1 0.94 0.96 4.2 2.3 45.5 43.6 
4 1.77 1.60 6.1 4.0 21.3 30.8 
6 0.65 0.70 6.0 1.6 152.4 90.0 

10 0.83 0.91 8.8 1.2 75.2 42.2 
12 0.32 0.36 4.1 1.8 95.8 71.7 
13 0.95 0.94 2.6 3.0 41.4 39.4 
14 0.58 0.60 7.7 1.8 86.2 69.3 
15 1.04 1.05 7.l 0.9 69.3 52.8 
17 1.17 1.14 2.8 0.4 93.9 44.4 
Mean 0.92 0.92 5.5 1.9 75.7 53.8 
S.D, 0.41 0.35 2.2 1.1 38.4 19.2 

Female 2 0.36 0.52 6.2 5.1 92.1 42.7 
3 0.75 0.52 4.9 1.9 30.5 44.7 
7 0,51 0.47 4.5 2,9 33,4 36.4 
8 0.69 0.61 6.7 4.1 23.4 24.8 
9 1.07 1.12 3.7 2.1 30.0 32.1 

1 l 0.55 0.80 3.8 0.5 135.2 35.4 
Mean 0.66 0.67 5.0 2.8 57.4 36.0 
S.D. 0,24 0.25 1.2 1.6 45.7 7.2 

Child 5 0.47 0.49 3.7 1.4 11.2 11.5 
16 0.21 0,34 0.9 0.4 8.5 t.7 
18 0,39 0.50 1.9 0.7 17.5 9.8 
19 0,70 0.74 4.2 0.4 24.3 14.8 
20 0.26 0.32 2,2 0.2 12.7 9.6 
Mean 0.41 0.48 2.6 0,6 14.8 9.5 
S.D. 0.19 0.17 1.4 0.5 6.2 4.8 

no advantage can be observed using either of 
them. For the male and female patients, the aver- 
age CI when related to the body weight is 11.3 
ml/h/kg, which is consistent with literature data 
(Antony et al., 1991; Brogden and Peters, 1994). 
However, for children this value exceeds the liter- 
ature values (18.9 ml/h/kg and 21.7 ml/h/kg for 
nonlinear curve fitting and quantified maximum 
entropy approach, respectively). 

With the exception of patient 13, the Vp-values 
(see Table 5) are always much larger if calculated 
using the nonlinear curve fitting approach, than 
using quantified maximum entropy. The estima- 
tion of this value depends in the case of the 
nonlinear curve fitting approach on the fictive 
concentration at time point zero (Vp = dose/cpo), 
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Fig. t. Estimated blood concentration-time profiles in comparison to measured blood concentration values for patients 10 (lack of 
fit, a) and 13 (close fit, b) - - - ,  nonlinear curve fitting approach; - - -, quantified maximum entropy approach; II, measured values. 

which will be extrapolated by means of the 
polyexponential model equation. In all cases 
the estimates for Cp0 were too small, because 
the maximum deviation between the estimated 
and measured blood concentrations (estimated 
values usually smaller than measured ones, see 
Fig. l(a, b)) always occurred within the first 
three measuring points, hence for data of the 
first 30 min of the study. Thus the values of 
Vp are all too large. Using quantified maxi- 
mum entropy, Vp is obtained from the distri- 
bution of peripheral volumes as a function of 
the return rate constants (Charter, 1992). The 
fit of the data is closer to the measuring values 
(see Fig. l(a, b)), and it can therefore be as- 
sumed, that this distribution function reflects 
the true drug distribution better. Hence, the es- 
timates of Vp, which are directly obtainable 
from this distribution function, should also be 
closer to reality. 

The numerical evaluation of Vss involves in 
both approaches the exact knowledge of Vp, 
and hence the nonlinear curve fitting approach 
is at a disadvantage. Furthermore, in the non- 
linear curve fitting approach, the calculation of 
Vss also requires the knowledge of the distribu- 
tion constants of the drug approaching and 
leaving different compartments, which are cal- 
culated from the coefficients and exponents of 
the polyexponential equations. Hence, the fit of 

the data by the model equations is the domi- 
nant factor in terms of an accurate estimate of 
Vss. Using quantified maximum entropy, the 
calculation of Vss is also based on the knowl- 
edge of V e plus the total volume of the pe- 
ripheral compartments, which again can be 
obtained from the distribution of peripheral 
volumes as a function of the return rate con- 
stants (Charter, 1992). The value estimates ap- 
pear to be more reliable when determined 
using quantified maximum entropy due to the 
strong influence of Vp on their value. The ratio 
between the values for F,s for mate, female 
and infant patients is 1:0.75:0.2 using nonlinear 
curve fitting, and 1:0.66:0.2 using quantified 
maximum entropy. Hence, in this respect the 
results are comparable. 

Table 6 compares the number of compart- 
ments proposed by model approach a with the 
number of peaks in the disposition kinetics es- 
timated using model approach b. Quantified 
maximum entropy (model approach b) does 
not use a fixed number of compartments, be- 
cause this would not reflect true physiological 
conditions. It is based on the idea that there 
exists an unlimited spectrum of tissues and 
fluids, connected with each other, but different 
in terms of their return rate constants, i.e. the 
speed with which a defined drug substance 
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Table 6 
Comparison of the number of compartments proposed by model approaches a and b, and residual analysis 

Gender No. PNC Residual analysis 

a b:(NP co) a:RMS (%) a:MD (mg/1) b:MD (mg/l) b:DC 

Male 1 3 2 (l -) 13.80 16.2 8.9 
4 2 2 (1 us) 15.97 50.9 23.0 - -  
6 3 2 (1 -) 14.12 41.4 39.0 Noisy 

10 3 3 (2 -) 15.89 15.0 6.4 --- 
12 3 2 (1 -) 13.68 21.0 70.4 - -  
13 3 3 (2 -) 14.67 19.0 57.0 - -  
14 3 2 (1 us) 21.86 22.2 44.2 Noisy 
15 3 3 (2 -) 19.15 38.5 23.8 - -  
17 3 2 (1 us) 21.07 37.2 15.0 Noisy 

Female 2 a 3 2 (1 us) 7.56 10.9 15.4 Noisy 
3 2 2 (1 -) 29.37 72.9 31.5 - -  
7 3 2 (1 -) 8.18 7.9 7.2 - -  
8 2 2 (1 us) 36.81 29.3 14.0 Noisy 
9 2 3 (2 -) 24.85 38.8 20.4 - -  

11 3 2 (1 us) 13.71 32.6 11.3 - -  

Child 5 2 2 (1 us) 20.88 20.0 11.5 Noisy 
16 2 2 (1 us) 35.09 79.2 68.6 Noisy 
18 2 2 (1 -) 32.22 88.6 59.4 - -  
19 2 2 (1 us) 35.73 94.8 33.0 Noisy 
20 2 2 (1 us) 27.57 30.0 28.6 - -  

PNC, proposed number of compartments; NP, number of peaks in the distribution of peripheral volumes; co, comment about the 
peaks; us, peak unsharp (could be two unseparated peaks); RMS, root mean square deviation between measured and calculated 
concentration values; MD, maximum deviation in the first 2 h; DC, data classification. 
a For model approach a, the data point at 12.03 h had to be removed. 

can be cleared from each of them (see Section 2). 

The l ikelihood of drug being dis t r ibuted in such 

peripheral  uni ts  is then reflected by the volume 

est imated for a tissue or fluid with a defined 

re turn  rate constant ,  and  the dis t r ibut ion of  pe- 

ripheral volumes as a func t ion  of the re turn  rate 

cons tan t  indicates in which tissues or fluids the 

drug substance has been disposed. A dis t r ibut ion 

into a series of  tissues or fluids of  more  or less 

similar re turn rate constants  results in a peak. 

Hence it can be assumed that  the occurrence of  

one or more  peaks is equivalent  to one or more  

peripheral  compar tmen t s  defined in classical phar-  

macokinetics,  a l though this is no t  always correct, 

because b road  peaks can be related to more  than  

one compar tmen t  in the classical meaning,  bu t  the 

differentiat ion is difficult. Thus,  one peak in the 

dis t r ibut ion of peripheral  volumes will be treated 
as an indicator  of a classical two-compar tmen t  

model,  and  two peaks will be interpreted as a 

classical th ree-compar tment  model.  

F r o m  Table  6 it can be seen that,  if the peak(s) 

(see Fig. 2(a)) occurr ing in the dis t r ibut ion of 

peripheral  volumes as a funct ion  of their re turn 

rate constants  are used for suggesting classical 

compar tments ,  in the major i ty  of  cases the use of 

only quantif ied m a x i m u m  ent ropy would lead to a 

reduced n u m b e r  of compar tments .  However,  in 

half  of  the b lood  levels evaluated,  quantif ied max- 

i m u m  entropy could no t  separate clear single 

peaks (see Fig. 2(b)), suggesting that  there should 
be at least one more compar tment -equ iva len t  

peak seen. This demonstra tes  a major  weak point  

of quantif ied m a x i m u m  entropy: the full success 

of all features of  the approach depends strongly 

on a sufficient n u m b e r  of data  points.  The occur- 

rence of unsharp  peaks can be related to a gener- 

ally reduced n u m b e r  of  data  points  (e.g. pat ients  
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Fig. 2. Distribution of peripheral volumes as a function of their return rate constants of teicoplanin for patients 9 (a) and 8 (b). 

5, 8, 16, 20), to an incomplete blood sampling 
(e.g. patients 2, 4), or to larger gaps between 
certain time points having generally a sufficient 
number of data points available (e.g. patients 19, 
2O). 

Table 6 also provides values concerned with the 
residual analysis for both model approaches. 
These results have already been discussed in rela- 
tion to the estimated pharmacokinetic parameters. 
(Note: data are classified as 'noisy', if the run-time 
parameter 'SCALE' exceeds a certain value, de- 
pending on the number of  data. This parameter is 
software-specific). 

It can be concluded, that on the whole nonlin- 
ear curve fitting and quantified maximum entropy 
provided different pharmacokinetic parameter es- 
timates for the same sets of data. With respect to 
correctness and reliability of the values, quantified 
maximum entropy appears to be the better ap- 
proach. However, its full success depends on the 
comprehensiveness of  the data. The approach is 
based on an extremely sophisticated mathematical 
model. However, there are a greater number of 
data points required to assure a maximum infor- 
mation content to be extracted. The nonlinear 
curve fitting approach requires less sophisticated 
mathematical modelling, which is possible on 
common hardware, and produces results much 
faster. Thus, nonlinear curve fitting is the method 
of choice for immediate clinical use to provide a 
fast answer about the data, whereas quantified 
maximum entropy should be the method of  choice 

in research and development, where the required 
accuracy of the estimates is more important than 
time. 
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